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Autonomous Vehicles

Five Levels of Vehicle Autonomy

Level 0 Level 2 Level 3 Level 4 Level 5

No automation: Occasional Limited Full seif-driving Full self-driving
the driver is in solf-driving: self-driving: under certain under all
complete control the vehicle can take the vehicle is in conditions: conditions:
of the vehicle at control of both the full control n the vehicie is in the vehicdle can
all tmes. vehicle's speed and some Ssituations, full control for the operate without a
lane posstion in monitors the road entire trip in human drever or
some situations, for and traffic, and these conditions, occupants,
example on will inform the such as wban
limited-access criver when he of nde-sharing.
frecways. she must take
control,

Better: Automated - not autonomous - driving
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System Overview L4 AV
The Level-4 AV ECU Design Problem
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Sensors Sensing Perception & Vehicle Actuators
- Data Fusion Decision Making
- Calibration - Path Planning
- Object Detection - Safety Monitor

No single-chip solution available soon!
= Must be implemented w/ multiple, different automotive SoCs
= How to partition? How to connect?
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Data-in-Motion Processi

o 100 Gbps raw bandwidth, or more
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Up to 16 Cameras @2.5 Gbp§= s
Up to 4 Rada@ 1..10 Gbps %%——h 4> 4
(i o
Upto4 Lidar @ 1..10 Gbps ¢ (- y y
Sensors Sensing Perception &
- Data Fusion Decision Making
- Calibration - Path Planning
- Object Detection - Safety Monitor

o Data Granularity Issues

Pixels Lines Frames

Bytes KiloBytes Mega Bytes
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Combine classical image processing with DNN
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Network-on-Chijp ———————————

MIPI 11
DI 55 Nx 100G 600G Direct
o —
33V GPIO 32Gbls

EBuild ECU with fpc™H
A Industry standard, relevant chips all have PCle
A
A

Low latency (micro-seconds)
High bandwidth (tens of Gigabits per second)
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PCle Non-Transparent Br

o Non-Transparent Bridge (NTB) connects multiple Root Ports
o Example of NTB Back-2-Back

(Example from Intel Xeon C5500)

Intel Xeon Processor-Based System Intel Xeon Processor-Based System
System | System
ROQT Memory ROOT Memory

BLIE

Backplane
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PCle NTB 1 A Defacto Stanc

o N Us 1 n g-traNsparent Bridging in PCI
Expr ess SV 3ackeReguila, 2004

o Linux NTB from Jon Mason

o Supported by Linux kernel
A ntb.h

(INCLUDING NEGLIGENCE OR OTHERWISE) ARISING IN ANY WAY OUT OF THE USE

47 *

48 * OF THIS SOFTWARE, EVEN IF ADVISED OF THE POSSIBILITY OF SUCH DAMAGE.
49 *

50 * pCTe NTB Linux driver

51 *

52 * Contact Information:

53 * Allen Hubbe =Allen.Hubbe@emc.com=

54 ®/

55

56  #ifndef _NTB_H_
57  #define _NTB_H_

58

50 #include <linux/completion.h=
60 #include <linux/device_h=

61

62 struct ntb_client:
63 struct ntb_dev:
64 struct pei_dev:

65

66 /rw

67 * gnum nth_topo - NTB connection topology

A0 * AMNTD TANDA MAMLC = Tannlane 30 senlbrnacn A Trald A

Using Non-transparent Bridging in PCI Express Systems 6/1/2004

USING NON-TRANSPARENT BRIDGING I¥ PCT EXPRESS SYSTEM:

INTRODUCTION.

INTRODUCTION TO NON-TRANSPARENT BRIDGING w.voovierssrsrresensssnsssssssssssssssssssssssssnssnssns

Device Identifi and T Mode Control

(CSE. Header
Reset P l

Scratchpad Registers

Doarbell Registers

TRANSACTION FORWARDING WITH ADDRESS TRANSLATION coovvvvvvesrenssssssssssrsssssssssssnssnn

BAR Sefup Registers

Direct Address

ookup Table Based Address Translation

L
Downstream BAR. limit registers

Forwarding 64bit Address Memory Ty
CSR. Access Enable Control

REQUESTER ID TRANSLATION

REQUESTER ONLY BEHIND NON-TRANSPARENT PORT .o sssssnsisssssssnsins
TRANSLATION OF AN OUTGOING REQUEST
TRANSLATION OF AN INcoMING COMPLETION
‘CoMPLETER ONLY BEEIND NON-TRANSPARENT PORT vsmmmmmmmmssssussmsmssississsssnns
TRANSLATION OF AN INCOMING REQUEST.
TRANSLATION OF AN OUTGOING COMPLETION
BoTH REQUESTER AND COMPLETER BEHIND NON-TRANSPARENT SWITCHE PORTS ...

COMPLETER ID TRANSLATION

SPECTFICATION COMPLIANCE

SWITCH PORT OR ENDPOINT?
'USE OF CAPTURED DEVICE NUMBER

INTELLIGENT ADAPTER USAGE MODEL

DUAL-HOST/FAIL USAGE MODEL

DurAL-sTAR TOPOLOGY USAGE MoDEL EXTENSION.

FAIL OVER

Jack Regula PLX Technology, Inc.
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NTB-Pr ogr ammer 0§\

o Great, a network device!
o R/W via TCP sockets

I Iu'ﬁhcr grotoml instances I
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Automotive Comm. Standarﬂs

Software Stack on Compute Node Application Programmer’s View
(Linux, QNX, Adaptive AUTOSAR, ...)

e  Fully transparent comm. via PCle NTB

- e i o Local (within one ECU)
il aptive o Remote (between multiple ECUs)
LM
ﬁ SOME/IP e |P address for each_ Compute Node |
o e Gateway does routing, fail-over re-routing
0S Networking (TCP/IP) e Send/receive TCP/IP, UDP/IP, SOME/IP messages
o
? Ethernet / NIC driver
D SOMENP Message
[aT]
2 /_/_,_,/,—/// \ \
Massags |0 (Sanice 10/ Method 1D} [32 kit]
Request ID {Clisnt 1D/ Session D) [32 bif] uint32 a sint3z  a
Profoeol Interface Message Return floatdi2 b@ floatdz  bl2]
uB]
a. uintiz d :i::tsn :[1]
floatiz e @
a uintg +
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PCle NTB via Daisy-Chain.

(Example from Intel Xeon C5500)

o Not optimal for Automotive ECU
A Shared Bandwidth
A Not resilient to HW failures
A Added Latency for ID translation
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